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Motivations 
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  Many optimization problems involve side constraints that 
are complementary to an optimization criterion 
  Fair distribution of values and balanced solutions   

  Petit et al, ICTAI’2000, Pesant and Régin CP2005, Schaus et al, 
CPAIOR2007,  Schaus et al, CPAIOR2007, Petit and Régin IJAIT2011 

  Reverse concept? 
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Motivations 
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  In this paper: we capture the concept of concentrating  
high costs values in a limited number of areas 

  Global constraint with an optimal time complete  filtering 
algorithm  

/ 32 



Outline 
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1.  Two examples of use 
2.  The Focus constraint 
3.  The O(n) complete filtering algorithm 
4.  Experiments 
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Musical Problems  
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  Generation of chords sequences with rules 
  Sorting Chords problem (TSP) 

  A Chord is made of k notes 
  Generate a set of sorted chords which are at most as possible 

successively pairwise distinct (Pachet et al, Constraint’2001, Truchet 
and Codognet, SoftComp’2004) 

  The musicians want large sequences of successive chords 
that do not violate their rules 

  Concentrate high violations of their rules in a small 
number of areas in the music score 
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Cumulative Scheduling with Rentals 

Variable	
  
resource	
  
capacity	
  

week1 week2 week3 
Fixed	
  	
  
horizon	
  

Capacity	
  exceeds	
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Cumulative Scheduling with Rentals 
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  Rental of an additional machine to produce the resource 
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  Rental of an additional machine to produce the resource 
  Packaged rentals are less expensive 

  If you rent the machine during 3 consecutive weeks, the price will be 
lesser that the price of 3 separated rentals 
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  Rental of an additional machine to produce the resource 
  Packaged rentals are less expensive 

  If you rent the machine during 3 consecutive weeks, the price will be 
lesser that the price of 3 separated rentals 

  The maximum duration of one package is generally limited 
  If you rent the machine during more than 3 weeks, for instance 4 

weeks, then you have to sign two separate rental contracts 
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Cumulative Scheduling with Rentals 
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  Rental of an additional machine to produce the resource 
  Packaged rentals are less expensive 

  If you rent the machine during 3 consecutive weeks, the price will be 
lesser that the price of 3 separated rentals 

  The maximum duration of one package is generally limited 
  If you rent the machine during more than 3 weeks, for instance 4 

weeks, then you have to sign two separate rental contracts 

  Concentrate excess of resource in a small number of 
packages 

/ 32 



Without a Focus Constraint 
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Initial	
  capacity	
  

Capacity	
  with	
  
a	
  rental	
  

S1	
   S2	
   S3	
   S4	
   S5	
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   S7	
   S8	
   S9	
   S10	
   S11	
   S12	
   S13	
   S14	
  

1	
   1	
   1	
   1	
   1	
  
2	
  

Hypothesis:	
  the	
  maximum	
  duration	
  of	
  one	
  package	
  is	
  3	
  weeks.	
  	
  
5	
  distinct	
  rental	
  contracts	
  
obj	
  =	
  7	
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Focus(X, yc = 3, len = 3, k = 0) is satisfied  

At	
  most	
  3	
  disjoint	
  	
  
sequences	
  

of	
  length	
  ≤	
  3	
   where	
  variables	
  take	
  	
  	
  
values	
  >	
  0 

The Focus Constraint 

X = <   x0,  x1,  x2,  x3,  …                                        x12, x13 > 
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Checker 

14 

  P-sequence: Sequence where all the variables take a value    
v > k 

  Focus cardinality: Minimum number of P-Sequences of length 
at most len, given the current domains of variables in X  

/ 32 



Checker 
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0 1 2 0 4 5 5 0 0 4 

fc =                    ⎡ 5 / len ⎤                              +         ⎡ 1 / len ⎤   

x0    x1    x2    x3    x4    x5    x6    x7    x8    x9    

For	
  instance	
  if	
  len=3	
  then	
  the	
  minimum	
  number	
  of	
  P-­‐sequences	
  is	
  3	
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Checker 
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0 

1 

2 0 4 5 5 0 0 4 

fc =                                                    ???                         

x0    

x1    
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2 
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Three	
  possible	
  status	
  for	
  a	
  given	
  variable:	
  
	
  >	
  k	
  
	
  ≤	
  k	
  
	
  undetermined	
  

Filtering Algorithm 
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Checker 
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Complete	
  FA	
  based	
  on	
  that	
  
checker	
  :	
  O(n3)	
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  Principle: traverse variables in X from x0 to xn-1 
  For each xi maintain two quantities 

  Focus cardinality of prefix < x0, x1, …, xi >,  if xi ≤ k 
  Focus cardinality of prefix < x0, x1, …, xi >, if xi > k 

Filtering Algorithm 
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  Principle: traverse variables in X from x0 to xn-1 
  For each xi maintain two quantities 

  Focus cardinality of prefix < x0, x1, …, xi >,  if xi ≤ k 
  Focus cardinality of prefix < x0, x1, …, xi >, if xi > k 
  Feasibility check: i = n -1 

Filtering Algorithm 

⇒ 	
  	
  Linear	
  filtering	
  algorithm	
  ?	
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     Two incremental computations 
    cards: prefix < x0, x1, …, xi > 
    sdrac: suffix < xi, xi+1, …, xn-1 > 

  Aggregation of the result on xi  

Filtering Algorithm 
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  The incremental computation requires an additional data 
  For each xi the minimal length pleni of a P-sequence containing 

xi within an assignment corresponding to the focus cardinality 
(pleni >0 ⇔  xi > k) 

Filtering Algorithm 
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  We thus compute three quantities : 
  cards[i][0] = Prefix focus cardinality < x0, x1, …, xi > if xi ≤ k  
  cards[i][1] = Prefix focus cardinality < x0, x1, …, xi > if xi > k 
  cards[i][2] = pleni 

Filtering Algorithm 

k=0, len = 3 

D(x0) = D(x1) = D(x3) = D(x5) = {0,1} 
D(x2) = D(x4) = D(x6) = {1}  
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  We thus compute three quantities : 
  cards[i][0] = Prefix focus cardinality < x0, x1, …, xi > if xi ≤ k  
  cards[i][1] = Prefix focus cardinality < x0, x1, …, xi > if xi > k 
  cards[i][2] = pleni 

Filtering Algorithm 

Support with yc = 2 :     0   0   1   1    1   0   1 

k=0, len = 3 

D(x0) = D(x1) = D(x3) = D(x5) = {0,1} 
D(x2) = D(x4) = D(x6) = {1}  
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O(n)	
  	
  

Filtering Algorithm 
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     Two incremental computations: done in O(n)  
  cards: prefix < x0, x1, …, xi >  
  sdrac: suffix < xi, xi+1, …, xn-1 >   

  Aggregation of the result on xi 
  Based on a regret mechanism (sum “plen” values)  

Filtering Algorithm 
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  GAC	
  in	
  O(n)	
  	
  

Filtering Algorithm 

/ 32 



29 

	
  GAC	
  in	
  O(n)	
  	
  

Intuition: we prove that changing the value of 
one variable modifies the focus cardinality of at 
most one 

Filtering Algorithm 
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Impact of the GAC Algorithm of Focus (optimum solutions 
w.r.t the sum of the number of shared notes) 
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Hardness of Instances Using Focus 
(optimum solutions) 
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First Solution 
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Thank you! 


